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Outline

§ Logistic regression
§ Digression: the perceptron learning algorithm
§ Newton’s method
§ Multi-class classification
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Logistic regression
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Intuition of logistic regression

§ Hope to use the linear method to solve the classification problem

§ Given a a training set: 𝑥 ! , 𝑦 ! , 𝑖 = 1,2, … , 𝑛 , let 𝑦 ! ∈ {0,1}

§ Build the connection between 𝑝 and 𝜃"𝑥 = 𝜃# + 𝜃$𝑥$ + 𝜃%𝑥%
§ 𝑝 ∈ (0,1) but 𝜃"𝑥 ∈ (−∞,+∞) 4



Intuition of logistic regression

§ Consider the odd: p/(1-p) ∈ (0, +∞)
§ Consider the log odd: 

§ Logit(p) := log p/(1-p) ∈ (−∞,+∞)

§ Good properties:
§ p->0, logit -> −∞; p->1, logit -> +∞
§ Symmetry: Logit(p)=-Logit(1-p)
§ Use linear model to approximate the logit: 𝜃!𝑥 ~ Logit(p)= log p/(1-p) 

§ 𝑝 ~ "
"#$%&(()!*)

: = sigmoid 𝜃!𝑥 = ℎ) 𝑥
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Logistic Regression
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Likelihood function
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Gradient ascent for log likelihood
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Another view: logistic loss

§ In linear regression

§ The loss function is 𝐽(ℎ) 𝑥 , , 𝑦) = ℎ) 𝑥 , − 𝑦 , -

§ For the classification
§ Define the loss function

§ When 𝑦 = 1,minimizing the loss gets 𝑡 → +∞, 𝑝 → 1
§ When 𝑦 = 0,minimizing the loss gets 𝑡 → −∞, 𝑝 → 0
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Another view: logistic loss

§ For the classification
§ Define the loss function

§ The relationship between the loss and log likelihood
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Connection with the perceptron
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Biological neuron structure

§ 细胞结构
§ 细胞体
§ 树突
§ 轴突
§ 突触末梢

Slide credit: Ray Mooney



Biological neural communication

§ 细胞膜间的电位表现出的电信号称为动作电位
§ 电信号从细胞体中产生，沿着轴突往下传，并且导
致突触末梢释放神经递质介质

§ 介质通过化学扩散从突触传递到其他神经元的树突
§ 神经递质可以是兴奋的或者是抑制的
§ 如果从其他神经元来的神经递质是兴奋的且超过某
个阈值，将会触发一个动作电位

Slide credit: Ray Mooney



McCulloch-Pitts neuron model [1943]

§ Model the network as a graph, where the units are nodes, and 
the synaptic connections are weighted edges from node 𝑖 to 
node 𝑗, with the weight as 𝑤&,!

§ The input of the unit is: 
net! =%

"
𝑤!," ' 𝑜"

§ The output of the unit is: 
§ 0 if net! < 𝑇!; 1 otherwise
§ 𝑇! is the threshold

Slide credit: Ray Mooney



Single-layer perception by Rosenblatt [1958]

Slide credit: Weinan Zhang



Training perception

Slide credit: Weinan Zhang



Newton’s method
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Another algorithm to maximize ℓ(𝜃)



Newton’s method: formulation

§ Returning to logistic regression with g(z) being the sigmoid function
§ A different algorithm for maximizing the log likelihood ℓ(𝜃)

§ To maximize ℓ(𝜃), hope to find 𝜃 such that ∇ℓ 𝜃 = 0

§ New formulation

18



Newton’s method
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Newton’s method
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§ Suppose 𝜃( − 𝜃()$ = ∆

§
*(,!).#

∆
= 𝑓0(𝜃()

§ 𝜃( − 𝜃()$ = ∆= *(,!)
*" (,!)

§ So the update rule in 1d

§ To maximizing the log likelihood?



Generalization to the multidimensional setting
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Properties of Newton’s method

§ Convergence rate?
§ Use the Hessian information to determine step size, more adaptive
§ May converge very fast

§ Computational cost?
§ Computing Hessian requires 𝑂(𝑑-)
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Multi-class classification
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Problem formulation
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§

§

§ In this case, 𝑝 𝑦 𝑥; 𝜃 is a distribution over 𝑘 discrete outcomes



Objective
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§ Introduce 𝜃$"𝑥, 𝜃%"𝑥, …, 𝜃1"𝑥 to represent the corresponding 
probabilities

§ Hope: 
§ Each probability ∈ [0,1]
§ The sum over all probabilities is 1



Softmax function
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Quiz

§ Does k = 2 case agree with logistic regression?
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How to optimize?

§ Compute the negative log likelihood function

§ Define the cross-entropy loss function

§ Over 𝑛 training examples? 
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Gradient descent to minimize the loss
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Summary

§ Two-class classfication
§ Logistic regression

§ Intuition, optimization

§ Digression: the perceptron learning algorithm
§ Newton’s method

§ Use second-order information

§ Multi-class classification
§ Softmax function
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